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Abstract

The necessity of real-time object detection and tracking is growing and it has seen
some significant improvement in recent years due to the development of deep learn-
ing. However, detecting the 3D location of an object from a 2D image is a complex
task, since information is lost while mapping a 3D object to a 2D image plane.
Therefore, for 3D reconstruction, the camera needs to be calibrated to obtain cam-
era characteristics and the location, along with the orientation of the camera with
respect to the real world. Besides, tracking an object in real-time, from frame to
frame is also a challenging task because of the change of information from frame to
frame and the irregularity and varying shape of the object and several other aspects.
Various methods have been studied for object detection and tracking, most of which
require multiple image information and they are computationally expensive.
In this thesis work, an object detection and tracking algorithm has been proposed,

which uses a deep neural network architecture developed by He et al. for object
detection and it tracks the detected object based on a single tracking point, which
is also used for the 3D localization purpose. A linear interpolation based back-
projection method has been developed, to project the tracking point into 3D. Hence,
this method does not require any camera calibration and only one image is required
for detection and tracking. However, it works when the object is moving on a flat
surface and for the back-projection, the object needs to be in a known environment
at the beginning.

Keywords: camera calibration, object detection, tracking, stereo vision
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1 Introduction

This chapter discusses the motivation behind this work, the necessity of a simple
and fast tracking method, followed by the goal and expectation of the thesis and it
ends with a short description of the organization of the rest of the report.

1.1 Motivation

Object detection and tracking has a continuously growing application in industrial
robotics, video surveillance, traffic monitoring, pedestrian detection, human com-
puter interaction and so on. [1]
Object detection can be described as the combination of two separate tasks - image

classification and object localization, where image classification is to recognize the
classes of the objects present in the image and object localization is to identify the
locations of the objects.[2]. The breakthrough of object detection method can be
marked by the availability of large and diverse data sets like ImageNet in 2010 [2]
and the successful usage of deep convolutional neural networks(CNN) by Krizhevsky
et al. [3] in 2012 for image classification. Since then the deep learning research
community has seen several algorithms which have shown significant advancements.
Object tracking is the method by which the object of interest is localized in each

frame of the video. It can be a complex problem considering the challenges of
complex movement and irregular shapes of the object and background noise etc.
Moreover, when it comes to 3D object detection and tracking from 2D image,

obtaining 3D information from 2D image is a challenging task since from 3D to
2D transition depth information is lost. For that, camera parameters need to be
known and the process of finding the camera parameters to obtain relationship of the
image of the camera with the 3D world is called camera calibration. Various camera
calibration method have been studied in last decades. However, it is a complex
process. A simpler alternative is single image based back-projection method.
The usage of object detection and tracking has been increasing in our daily lives,

as well as in the industry, which demands for simpler, faster yet accurate and reliable
object detection and tracking algorithm.

1.2 Objectives

The goal of this thesis is to develop an algorithm to detect and track a single object
in 3D based on a single image. The whole task can be subdivided into several key
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1 Introduction

modules. The object needs to be detected and classified and then a single tracking
point needs to achieve as well. Since this object is going to be represented by only
this single tracking point, therefore it is important to make sure that the algorithm
detects such a tracking point which is always on the body of the object, even if
the object has a very irregular shape. The next step would be to reconstruct the
tracking point in 3D. Therefore, a 2D to 3D back projection algorithm has to be
developed. However, since it is a single image based system, information about the
2D and 3D position of the object need to be retrieved from the environment. For
that purpose, a reliable and robust convolutional neural network based handwritten
coordinate detection module need to be developed.
A Graphical User Interface(GUI) will be developed for the user, which provides

options for choosing different mode of operations and to control the operations.

1.3 Overview

The organization of the report is as follows: in chapter 2, necessary background
about CNN, Mask-RCNN, camera calibration and skeletonization has been given,
which is followed by the discussion about the state of the art methods for stereo and
monocular camera calibration methods. Chapter 3 presents the state of the art
researches in the domain of object detection, object tracking and optical character
recognition. Chapter 4 presents the approaches for implementing the solution and
Chapter 4 discusses the result of experiments and evaluate the proposed method.
At the end, chapter 5 contains the summary of the whole work, its limitation and
future possibilities.
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2 Background

In this part, the necessary basics of the core concepts used in this work have been
explained in short. It starts with the model representation of a camera, then gives
a high-level idea of the building blocks of a convolutional neural network and their
functionalities. The last section is a discussion on Mask R-CNN, YOLO and SSD
object detection model, the main model used for the framework.

2.1 Camera Calibration

The history of the camera starts at around 470 to 391 BC by the Chinese philosopher
Mozi, who proposed the idea of light traveling straight from the object to the camera
through a small hole and creating an inverted image. This phenomenon is known as
camera obscura, which is a Latin term meaning dark room. However, Arab physicist
Ibn al-Haytham in the 11th century first demonstrated this through experiment [4],
which was the invention of the pinhole camera and this model is known as the
pinhole camera model.

Figure 2.1: Pinhole camera model. Source: [5]

The pinhole camera model is the simplest camera model that describes how a
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2 Background

3D scene is mapped on a 2D plane, fig.: 2.2. The image which is generated inside
the camera is a 2D map or projection of the 3D scene of the outside world. This
projection is called perspective projection.

Figure 2.2: Here, in this image P(X, Y, Z) is the position of the object in the 3D
world, which is the world coordinate. Camera Coordinate is the position
of the camera in the 3D world, which is also the center of projection.
Reflected light travels from the object or world coordinate to the camera
lens or camera coordinate and then it is projected onto the 2D image
plane, which is here p(x, y). Image Source: [6]

To understand how the 3D world is related to the 2D image, the internal and ex-
ternal parameters of the camera needs to be known, where the internal parameters
are focal length, distortion, skew and image center of the camera and external pa-
rameters are the position and angle of the camera in 3D real-world [7]. The method
to estimate these parameters is known as camera calibration.

(a) Focal length (b) Principal point.

Pinhole camera model follows projective transformation from R3 space to R2
space mapping which can be described by the following equation:

P ′ = K[RT ]P
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2 Background

where, P ′ is the 2D projection of 3D point P .
K is the camera matrix or the relationship between lens and sensors. It consists

of camera center C(Cx, Cy), which is the position of the pinhole from where the light
enters and focal length f(fx, fy) or the distance between the pinhole and the image
plane.
R is the rotation matrix, describes the spatial angular position of the camera with

respect to the world.
T is the translation matrix, which describes the spatial distance of the camera

from the object.
Thus finding the camera matrix K gives the internal camera characteristics, on

the other hand, from R and T external camera parameters can be found.
The way to calibrate a camera is to take a picture of a known object whose 3D

location P and if the internal parameters are known then the projected point can
be calculated. However, internal parameters may not be available, so in that case,
they have to be calculated by solving the above mentioned projective transformation
equation.
The most common method as mentioned earlier is the Zhang method, where a

checkerboard whose formation is known is used for this purpose and multiple or at
least two image needs to be taken to get enough information to solve the equation.
That is how the 3D point is projected on a 2D plane.

2.2 Back Projection

While forward projection is 3D to 2D projection, backward projection is the other
way - 2D to 3D projection. In forward projection, 3D world coordinate is trans-
formed to image coordinate through 2D camera coordinate. In backward projection,
3D world coordinates are retrieved from 2D image coordinates using the world to
camera relationship. The process has been illustrated in figure 2.4 and in 2.5.

Figure 2.4: Forward projection

Camera parameters can be achieved from the forward projection model, which
gives the relationship between the 3D world where the object is and the 2D world
of the camera. Using these parameters, a 2D image plane can be transformed into
a 3D plane or any point in the image can be reconstructed in 3D.
As discussed in the previous section, to retrieve those camera parameters usually

multiple images are used because they provide the necessary information. However,
there are back-projection methods which do not need camera calibration to gain
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Figure 2.5: Backward projection

camera parameters if they can get some sort of geometrical information about the
object or the 3D environment of the object.

2.3 CNN

One of the crucial tasks of the proposed back-projection algorithm is to detect
handwritten coordinates. The quality of the detection decides the accuracy of the
back-projection. Therefore, it is very important to develop a reliable handwritten
number detector.
Human handwritings are not similar to each other. In fact writing of every single

human is unique. This uniqueness together with the background noise and other
challenges makes character recognition one of the most challenging classification
tasks. Traditional classifiers are not very good at handling a wide variety of cases.
On the other hand, the main strength of CNN(Convolutional Neural Network) based
classifier is that, based on the quality and the quantity of the data of the training
set they are very robust against variation. In some cases, they even reached close
to human-level performance. Another advantage of CNN is that the algorithms are
general, so the same algorithm can be trained on a different dataset and then they
can be used for detecting different objects. For these reasons, for the handwritten
coordinate detection module, we have chosen to develop a CNN based multi-digit
number detector. In the following section, an overview of CNN and its basic com-
ponents has been discussed.

Convolutional Neural Network or CNN is a multi-stage based neural net-
work architecture which is used for processing information. As its name suggests,
in CNN convolutional operation is used at least once in the process. In recent
years, CNN has achieved remarkable improvement. Although the way the human
brain processes visual information, was proposed by Hubel et al.[8] in 1962, the first
modern development of CNN was Yan LeCun’s LeNet[9] in 1998.
Since then, lots of remarkable architecture have been developed but there are four

basic operations that almost all CNN possess. They are
1. Convolution
2. Activation function
3. Pooling
4. Fully Connected Layers

11
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Figure 2.6: Neural Network

2.3.1 Convolution

Convolution is the mathematical operation between two functions, where the output
function is a specific feature of one of the input functions shaped by the other one.
It can be defined by the following equation:

(i ∗ k)(t) =

∫ ∞
−∞

i(τ)k(t− τ)dτ (2.1)

In the context of a convolutional neural network, function i is the input image,
function k is kernel or filter and the output is a feature map. Here, i and k can
be multi-dimensional arrays, where the number of the channel of the input image
determines the number of dimensions and the dimension of k depends on the number
of kernels or filters being applied on the input image.
The purpose of applying convolution on an image is to extract features or impor-

tant characteristics from the original image while maintaining the spatial relation-
ship among the pixels. For that, kernels or filters are used. Different kernel matrix
can extract different types of features depending on their combination of values.
For example, convolving an edge detector filter with an image can extract only the
edges, a blur filter can remove the details. Besides, the usage of convolution helps
to reduce information processing and increases efficiency.
In classical image processing, hand-crafted kernels are used but they can cover

only certain types of scenarios. On the other hand, in a neural network, the kernels
are readjusted through the feedback of the learning algorithm and because of that,
the network can learn a wide range of features about an object. This is why the
performance of a CNN greatly depends on the number of images the network has
been trained on and that also brings a limitation, since processing a large number
of images requires processing power and memory. However, the development of
GPU(Graphical Processing Unit) makes it possible to train and test a complex
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neural network with large data set.
The size of the output feature map depends on the three factors:

i) Depth: The number of filter,
ii) Stride: The number of pixels the filter will move during convolution and
iii) Zero padding: Adding zeroes around the image matrix symmetrically. Helps to
preserve the size of the input image.

2.3.2 Activation Layer

An activation function is the method of mapping input to output based on a thresh-
old and the activation layer is used right after convolution operation. The simplest
activation function is a linear activation. However, as the real-world data is not
linear, non-linear activation functions are used to introduce non-linearity, because
through linear mapping it is not possible to learn complex functions or features.
The dimension of the image remains the same after the activation layer.
The most widely used traditional activation functions were hyperbolic tangent

function and sigmoid function [10], but both of them suffer from saturation. Both
of the functions saturate for high positive and negative values and they are sensitive
for a very short range of values[11]. They are also affected by vanishing gradient
descent problem when trained for a very deep neural network[11].
This problem is handled by Rectified Linear Activation Unit or ReLU [12] and

according to research and experimentation this is the most effective activation func-
tion [13]. Since they are piecewise linear function they can resolve the issue of low
sensitivity and high saturation. There are also some variations and improvement of
ReLU, such as leaky ReLU or LReLU [14], parametric ReLU or PReLU [15].

Figure 2.7: ReLU activation function operation

2.3.3 Pooling

The pooling layer is used to reduce the spatial input size and to extract dominant
features by replacing the input values. The most common is average pooling and
max pooling, where average pooling replaces a rectangular space of the input by
its average, max-pooling takes the maximum value. Thus, average pooling can help
filter noise and average pooling can reduce dimensionality. Pooling can also reduce
over-fitting and makes the learning of the network translation invariant, which makes
the CNN classifier very robust.

13
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Figure 2.8: Example of max-pooling

It is common practice to use max-pooling in the middle of the network and average
pooling at the final layer of the network as in ResNet and GoogleNet architecture.
The output size of the pooling depends on the pool size or the spatial extent and
the stride. Generally, stride size S = 1 or 2 is recommended.
However, Springenberg et al.[16] recommended to not to use pooling layer at all,

instead of using bigger convolutional stride for reducing the spatial size nowadays,
it is becoming popular to use lesser pooling layer for deeper network as in [17] by
He et al., since their usage are showing more promising results. It is assumed that
in the future there will be no use of pooling layer at all [18]. The pooling layer is
used to reduce the spatial input size and to extract dominant features by replacing
the input values. The most common is average pooling and max pooling, where
average pooling replaces a rectangular space of the input by its average, max-pooling
takes the maximum value. Thus, average pooling can help filter noise and average
pooling can reduce dimensionality. Pooling can also reduce over-fitting and makes
the learning of the network translation invariant, which makes the CNN classifier
very robust.

2.3.4 Fully Connected Layer

Fully Connected Layer or FC comes at the end of the network. At this point,
the output matrix of the previous layer is flattened and they go through a feed-
forward network, which is a fully connected network of neurons. During this time
the network learns about the low-level features and afterward the output of the
feed-forward network is classified by a softmax classifier.
An example of a simple CNN architecture can be LeNet [9] in fig. 2.9. architecture,

which has only 3 convolutional layers.
Research has proven that the learning of the network becomes more efficient and

powerful with the increase of the depth of the network. Therefore, in the last few
years, several deep, complex and improved neural network architecture have been
developed which are very deep and they have achieved significant-high learning
accuracy.
For instance, GoogLeNet (2014) [19] had 22 convolutional layers, where VGG Net

(2014) [20] had 16 and ResNet (2015) [21] had 34 layers. In fig. 2.10 a comparison
can be seen among the most successful architectures.
These models have been trained on a large dataset and they can be used as a

14
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Figure 2.9: LeNet architecture. Source : [9]

Figure 2.10: Comparison of accuracy, number of convolutional layers among different
leading deep CNN architectures. [22]

pre-trained model, which means their learned weight can be used to train a new
dataset. New datasets can be trained on top of them Therefore, the new dataset
does not have to be very large and it saves design time.
Such models have also been used as the base model for developing very powerful

and fast real-time object detection models. The three most notables models are:
R-CNN [23] family by Girschik et al., SSD [24] by Liu et al. and YOLO [25],
YOLO9000 [26] and YOLOV3 [27].

2.4 Mask R-CNN

As explained earlier, object detection is the traditional computer vision problem of
detecting the class of the objects present in the image and its location in the image
as well. Therefore, the output of any object detection model would be a bounding
box surrounding the object and the class label.
On the other hand, semantic segmentation is to classify each pixel of an image

to a category, without distinguishing among different instances of a class. The next
step is instance segmentation which performs both object detection and semantic
segmentation.
Instance segmentation is particularly helpful in our case, where we have to detect

the object and find out a tracking point on its body. Therefore, for our object
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(a) Semantic segmentation. Source: [28] (b) Instance segmentation. Source: [28]

detection and tracking purpose, we have chosen Mask R-CNN[29], which is an object
instance segmentation framework. Along with the bounding box and class label, it
also provides a binary mask of the object.
Mask R-CNN, developed by Girschik et al. is currently the most sophisticated

deep learning model which has achieved state of the art result on the COCO data-set
[30] and outperformed all the leading frameworks. It is a progressively developed ver-
sion of the R-CNN(Regional-Convolutional Neural Network) family of CNN. From
fig.: 2.12 it can be seen that the mask and bounding box prediction of Mask R-CNN
is very accurate, where FCIS [31] with more complex architecture and winner of
COCO 2015 and 2016, has artifacts.

Figure 2.12: Comparison of performance of object detection by Mask R-CNN. FCIS
[31] vs Mask R-CNN. The mask and object instance detection of Mask
R-CNN is more accurate than more complex FCIS architecture. Source:
[29]

Mask R-CNN Architecture

In the traditional classification method, the whole input image goes through CNN,
where sliding window approach is used from the convolution to the max-pooling
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phase, which is computationally expensive. On the other hand, in R-CNN [23] at
first, a selective search algorithm is applied to find out some candidate object regions
or RoIs and only these RoIs go through SVM classification.
Fast R-CNN [32] introduces RoIPool to extract a fixed-size feature map from

every RoI. Based on these feature maps bounding box and class labels are detected.
In Faster R-CNN [33] Region Proposal Network is used rather than a selective

search algorithm to directly propose candidate regions. After that likewise Fast R-
CNN, RoIPool is used for feature extraction and from there bounding box detection
and classification are performed.
Mask R-CNN is built upon Faster R-CNN where in parallel to the classification

and bounding box detection branch, it also has a branch for mask prediction from
each RoI. Nonetheless, for an accurate mask prediction, it incorporates some im-
provement to the existing RoIPool method.

Figure 2.13: The architecture of Mask R-CNN. Mask R-CNN is developed on top of
Faster R-CNN, which uses RPN and RoIPool for bounding box detec-
tion. Again, Faster R-CNN is built on top of R-CNN which introduced
RoIPooling for feature extraction. However, Mask R-CNN incorporated
RoIAlign to solve the quantization issue due to RoIPooling, and hence
produces robust bounding-box mask detection. [29]

During the RoIPool process for feature extraction from feature maps, the selected
RoIs go through two levels of quantization. Because of these quantizations, mis-
alignment occurs between RoIs and obtained features. Therefore, Mask R-CNN
addresses RoIAlign method to resolve this issue which is crucial for correct mask
generation from RoI.

You Only Look Once : Unified, Real-Time Object
Detection (YOLO)

Although we have chosen Mask R-CNN as the primary object detection model, it
has some limitations regarding speed and processing power. It is not possible for
real-time detection with Mask R-CNN. With GPU it can process in semi real-time
but with CPU, we cannot do that. In our application, for detection with Mask R-
CNN, the user has to give the command for detection and that detection is only for
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one single frame. That is why we have also considered YOLO and SSD for real-time
operation. Our application has the option of detecting objects with YOLO as well.
YOLO is one of the most powerful object detection model family which started

from YOLO or You Only Look Once: Undefined, Real-Time Object Detection Sys-
tem [25] by Redmon et al. The significant improvement which YOLO introduced
to the world of object detection family was speed. Compared to its contemporary
architecture Fast R-CNN it was less accurate but it was the faster of that time - 45
frames per second processing time, although they also developed a shorter version,
named Fast YOLO with 155 frames per second rate. However, Redmon et al. have
presented two more upgrades of YOLO, where they improved the accuracy as well.
Since YOLO is the base for the latest two, we will shortly discuss the architecture.
The main strength in YOLO lies in the fact that the authors have approached the

object detection problem as a regression problem. Here, a single neural network is
used to predict bounding and class probabilities and this happens in one pass, figure
2.14. This makes the algorithm fast since the network "sees" the image only once,
no sliding window mechanism is required, hence the name You Only Look Once.
There is also no complex pipeline like its counterpart R-CNN.

Figure 2.14: YOLO processing system. Only a single neural network is used only
once to evaluate the image. [25]

Figure 2.15 explains the mechanism. The input image is divided into a 7x7 grid
and 2 bounding box. Each of these bounding boxes has box locations and a box
confidence score. From there a class probability map has been created. One inter-
esting fact is that the network also learns about the surrounding context of each
class and their relationship as well. YOLO is trained on the PASCAL VOC dataset.
However, YOLO suffers from accuracy issues when compared to its counterparts.

It also does not perform well when the objects are too close to each other. In the later
version - YOLO9000: Better, Faster and Stronger [26], the authors have emphasized
more accuracy while maintaining the speed. In this version, the network has been
trained on 9000 object classes.
The frame rate has been increased to 67 fps with 76.8 mAP, while the previous

version had 52.7%mAP. Instead of a 7x7 feature map in YOLO, the second version
has a 13x13 feature map. The model can also run on different sizes, which gives
the opportunity to choose between speed and accuracy. Many improvements have
been introduced here. For example, multi-scale training, convolutional layer based
on anchor boxes which come from the feature extractor, dimension clusters, high-
resolution classifiers and so on. As shown in figure 2.17, the anchor in the black

18



2 Background

Figure 2.15: YOLO model. [25]

dotted box helps to decide the bounding box region in the blue line.
YOLOv3 is the latest in the family with an accuracy of 28.2 mAP, which runs

in 22 ms, so this is three times faster than its strong competitor SSD. The second
version of YOLO was faster than SSD but its performance was not better. However,
in this version, they have been able to achieve that. Figure 2.18 shows how YOLOv3
is better than the state of the art models in the speed and accuracy trade-off. They
have maintained the usual characteristics from the previous architectures, such as
multi-scale training, batch-normalization and data-augmentation.
The core of the YOLOv3 architecture is the Darknet-53 which is an improvement

to the Darknet-19 used in version 2. As its name suggests, it has 53 convolutional
layers and their arrangement is such every 3x3 layer is followed by a 1x1 layer.

SSD: Single Shot Multibox Detector

"SSD: Single Shot Multibox Detector" [24] has been proposed by Liu et al. in
2016 and became a landmark in the object detection domain. It has an astounding
accuracy of 74% mAP at 59 frames per second. SSD has been built upon VGG [20]
network with some modification to the original VGG network, see figure 2.20.
As its name describes it has three main components, they are single shot and

multibox mechanism. Single Shot means the mode the model performs object de-
tection and localization in one single forward pass. Multibox is a strategy developed
earlier by Szegedy which consists of confidence loss and location loss.
SSD has been trained on COCO and PASCAL VOC datasets. During training

hard negative mining, data augmentation and non-maximum suppression have been
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Figure 2.16: YOLO architecture. [25]

Figure 2.17: Dimension prior used in YOLO v2. [26]

used.
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Figure 2.18: Performance comparison of YOLOv3 against other state-of-the-art
achitectures. [27]
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Figure 2.19: Darknet-53 architecture. [27]

Figure 2.20: SSD architecture. [24]
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The main components of this thesis are - object detection in 2D, its 3D reconstruc-
tion and then tracking. For object reconstruction, 2D to 3D back-projection has
been used, which requires hand-written number detection. Therefore in this chap-
ter, section 3.1 discusses different methods of 3D object reconstruction, section 3.2
about object tracking and section 3.3 about handwritten number detection.

3.1 3D object reconstruction

3D Object reconstruction can be divided into two branches [34]: modern deep learn-
ing based method and traditional method.

3.1.1 Deep learning based methods

Human beings are very good at recognizing objects. Even when they see only a
part of the object, they can still visualize the rest. That is because we humans use
our previous knowledge of the object. For the last few years, deep learning is also
being used to apply the same principle for 3D object reconstruction. Since here,
there is the advantage of training the convolutional network with large and varied
data-set, which together with various advanced deep learning models, has shown
quite promising results in this short period.
In deep learning based methods, the algorithm tries to learn the geometrical and

structural information from one or multiple images. Both supervised and unsuper-
vised learning have been tried for this purpose. For instance, Gadelha et al. have
used PrGAN (Projective General Adversarial Network) in [35] to generate 3D shapes
from 2D images. A GAN has been trained by multiple unknown two dimensional of
multiple objects. At the heart of this method, there is a projection module. Once a
3D shape is created by the generator, the projection module creates a render and the
adversarial network segregates the real images. The trained network can reconstruct
3D shapes from multiple images or given a single image it can predict the depth.
Choy et al. have developed a unique RNN(Recurrent Neural Network) called 3D-

R2N2 [36], which uses both single and multiple images to reconstruct the object
in the form of a 3D occupancy grid. Their proposed method can reconstruct a 3D
shape of an object in voxel grid form, both from single or multiple images. The
architecture is consists of a 2D-CNN which works as an encoder, followed by a 3D
LSTM which tries to formulate pattern based on previous observations and then
3D-DCNN (Deconvolutional Neural Network), which works as a decoder.
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Figure 3.1: Images are taken from eight viewpoints of an object. Image source: [35]

Figure 3.2: 3D shape generation, given a number of 2D images. Image source: [35]

The advantage of the CNN based methods is that they do not need to know
camera parameters. However, they are expensive in terms of computational time
and memory.

3.1.2 Traditional methods

The goal of the traditional calibration or reconstruction methods is to retrieve a
mathematical algorithm from the geometrical relationship between the 3D world
and a 2D image, which is used for calibration and 3D reconstruction. There are
both single image based and multiple image based methods but since the proposed
method of this thesis is a single image based on, more focused is given on these types
of works.
In the past decades, researches have been conducted in the area of the calibration

method. They are both multi-image based and single image based. Where in multi-
image based method, there are stereo vision[37], which uses several images from a
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Figure 3.3: 3D-R2N2: Learns from the image of the object from different viewpoint.
Image source: [36]

different angle of view and after that depth information is retrieved from them with
the help of the triangulation method. Some other methods have been discussed
below.

Shape-from-silhouette

In this popular method for 3D reconstruction, multiple silhouette images from a
calibrated camera are taken and then the shape of the image is approximated, where
often the output is a visual hull [38]. According to Cheung et al. this method cannot
produce a good result if the number of silhouette images is less. In their experiment,
a relatively better output could be found after using 66 images. Some related works
regarding this method are : [39], [40], [41] and [42].

Single Image Based Method

Single image based methods do not have the advantage of extracting the geometrical
relationship between the object and the world, which is the case in multiple image
based methods. Therefore generally, the single image based methods demand to
know some kind of 3D geometrical information beforehand for calibration purposes.
Some works have been discussed below.
Wilczkowiak et al. have developed a method of 3D modelling and calibration

using parallelepipedes in [43], [44] and [45].
Deutscher et al. [46] have used Manhattan World model (fig.:). The image scene

satisfies the Manhattan world assumption where the image contains three orthogonal
directions. However, they have stated that the calibration model is less accurate than
the other methods but it is good for tracking purposes in an urban environment.
Park et al. have developed a Manhattan world based method [47] to reconstruct

both outdoor and indoor scenarios. The main target application is augmented real-
ity. In this algorithm, the image is segmented into several planes. After that cost
functions are defined for optimizing graph cut optimization. Then the segments
are grouped according to neighborhood and depth. Ranade and Ramalingan have
concentrated on reconstructing the line segment using Manhattan world algorithm
[48].
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Figure 3.4: Camera calibration using Manhattan world image. Vanishing lines are
being indicated by the white lines. Source: [46]

Guillue et al. have proposed a vanishing point-based method [49], which needs
at least two Vanishing points in the image, a 3D line segment length, principal
point and aspect ratio. Similarly, Wu et al. [50] have also used vanishing points and
vanishing lines to obtain the intrinsic camera parameters but they have incorporated
RANSAC for outlier elimination. The algorithm proposed by Miyagawa [51] is very
much similar to ours, where they have utilized five known points on a 1D object,
where at least three points have to be co-linear. Using these five points an equation
is derived which gives the camera parameters.
From the above discussion on different methods for object reconstruction, it can

be seen that the deep learning methods are better and more robust than the tra-
ditional methods. Nevertheless, they require more data and computation time, so
they are not suitable for real-time applications.
On the other hand, among the traditional methods, the multiple image based or
methods of reconstruction from shadow or motion recover the relationship between
the world coordinate and the camera coordinate during the forward projection pro-
cess.
Single image based methods are mostly comparable to our algorithm and here we
can see a common pattern among them that they need help from the object scene
environment to acquire geometrical information.
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3.2 Object Tracking

Object tracking is a challenging task due to the change of position, lighting and
sometimes even the shape of the object. Similar to object reconstruction, the prob-
lem of tracking has also been studied in different aspects.

Figure 3.5: Tracking Pipeline [52]

Depending on the target applications there are different approaches to object
tracking. These approaches can be divided into two: single frame based and tempo-
ral or multiple frame based. In single frame based methods, the object is detected by
the object detection algorithm and then the object is tracked in every single frame
using a tracking algorithm. Here the tracking process in each frame is independent
of other frames. On the other hand, in the temporal methods, based on multiple
frames the average position of the object is detected and then the tracker is updated
from frame to frame. See [53], [54]. Besides, classical trackers, in recent times work
has been done on pre-trained trackers but since the focus of this thesis is online
tracking, therefore offline pre-trained tracking is out of the scope of this discussion.
According to Yilmaz et al. the classical methods can be classified into three

categories:-

Figure 3.6: Classification of tracking methods [54]

Point based : In this methods, the object is represented by a single or multiple
points. In the proposed method [55] of Kloihofer and Kampel, points of interest are
generated from a region of the image. Once the interest points have been generated,
SURF feature descriptors have used for tracking (fig.: 3.7).
Tissainayagam and Suter [56] have combined two Bayesian Multiple Hypothe-

sis(MHT) algorithm, where in the first one, contours are segmented from edge map
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Figure 3.7: Interest point based tracking. [55]

and then the contours are merged together to form object shape. In the second
algorithm, key points detected from the edge map are tracked, in combination with
the object shape created from merged contours.
Zhu et al. [57] have extracted features from edges of the image and then the

features were compared with the features of reference images, from sequence to
sequence and hence tracked.
Serby, Meier and Gool have combined several low-level features - for instance,

interest points, edges and color information, to develop a general object tracker.
After the feature extraction, they have used particle filter for combining the features.
However, in the initial phase, the user needs to select the ROI.

Kernel based : A geometric shape is used to refer the object. Used in multi-
frame based temporal tracking methods. Such as, kernel based Mean Shift (MS)
tracker [58], 3D tracking using multiple-camera [59].

Silhouette based : The shape of the object is used to track the object in each
frame, generally through the contour or the skeleton of the object. This method is
also dependent on previous frames. Some contour-based works are - [60] and [61],
contour initialization from optical flow [62] and in [63] optical flow and edge detector
have been applied.

In our work, our tracking method has been inspired by both the point-based and
silhouette based methods, wherein silhouette based methods the shape of the object
is achieved by various methods and then it is used for tracking. In our case since
we want to track the object in 3D, so reconstructing the whole shape would be
more complex than reconstructing just one single point. Hence, we will use only one
point for tracking but unlike typical point-based methods, where the point comes
from extracted features, we will combine the object detection approach to obtain the
tracking point to ensure the reliability. In the proposed method, when the object
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will be detected by a deep learning based highly accurate object detection model,
the single tracking point will be extracted from the skeleton of the object.

3.3 Handwritten Number Detection

In this thesis, for backpropagation operation, the algorithm needs to read some
handwritten 3D coordinates, which are decimal numbers. Numbers are a combina-
tion of digits positioned conventionally, therefore the core task here is to recognize
handwritten digits. The handwriting of every human is unique which poses a great
challenge in recognizing the numbers or letters correctly, hence the classical image
processing algorithm was not very efficient in this domain. Successful results started
to show while incorporating machine learning algorithms such as SVM (Support Vec-
tor Machine) and KNN (K-Nearest Neighbor). However, the biggest contribution
to detect handwritten numbers was the MNIST data-set. In this section, we will
discuss different data-sets and algorithms developed for handwritten digits.

3.3.1 Data set

The success of a neural network based classifier depends heavily on a good data-set.
For a handwritten digit recognizer, the data set needs to have a collection of a wide
range of variety of samples. The most notable of them are MNIST and SVHN.

MNIST : MNIST(Modified National Institute of Standards and Technology)
[64] has become the standard data set for this digit detection purpose. It was de-
veloped by LeCun et al. in 1998 from the NIST dataset. It is a very rich collection
of handwritten single digits with many different writing styles and they are prepos-
sessed for the easiness of further use. It contains 60,000 images, where 50,000 are
for training and the rest 10,000 are for testing. Each 28x28 pixel size image contains
a single digit, which is normalized and centered to 20x20 pixel, maintaining the
original aspect ratio. This data-set is labeled by 10 classes from 0 to 9.

Street View House Numbers(SVHN) : SVHN [65] is also a very robust
data set created by google from its Google Street View images. It is a massive and
diverse collection of 600,000 images, which is a very good resource for research and
experiments. See fig.: 3.9
It has a similar preparation like MNIST of 10 class labels of 0 to 9 and each single

number is resized to 32x32 pixel size.

3.3.2 Approaches

The application of neural networks in detecting handwritten digits is not new. The
first attempt was in 1998 called MLP (Multi-Layer Perceptron) by LeCun et al.
[64], although then the error rate was 4.7% but through the growth of the comput-
ing power and hence the increasing complexity of the network today’s models are
achieving close to 100% success rate. However, in the meantime, even till recently,
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Figure 3.8: A sample of MNIST data-set images. Source: [64]

traditional machine learning algorithms such as KNN and SVM were also very pop-
ular. Here, the principal difference with the neural network models was that the
machine learning models are used for classification after the features were extracted
from the image. Where on the other hand, in CNN, feature extraction happens
inside the network itself. Therefore, the proposed methods using those models have
different feature extraction procedures. Another major difference is that most of
the KNN and SVM methods require preprocessing. Here, some of the recent works
have been discussed.

Machine learning based methods:
Babu et al. [66] have extracted four certain types of features, which are: i) the
number of holes, ii) water reservoirs in four directions, iii) maximum profile distances
in four directions and iv) fill-hole density. Then KNN has been used for classification.
Before feature extraction noise reduction has been performed by the image pixel-
wise.
Tuba and Bacanin [67] have used projection histogram with SVM. Their goal was

to detect Persian and Arabic numeric. (In MNIST benchmark has achieved a good
99.05% accuracy.)
Gao et al. [68] have extracted some specific features from the images, the features

are: Euler Number, roundness, moment feature, crossing density and pixel density.
After that SVM has been used for classification.
Boukharouba et al. [69] have used Chain Code Histogram (CCH) for feature

extraction and SVM for classification. With the help of CCH - to find the outline
of the digit.

CNN based methods:
Islam et al. [70] have designed CNN with only one layer and have achieved a good
score of 99.6%.
Goodfellow et al. (2013) [65] have developed a deep convolutional neural network

to detect house numbers from the SVHN dataset. Instead of following three steps
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Figure 3.9: Street View House Numbers(SVHN) [65]

of the traditional approach of multi-digit number detection, which are - i) localizing
the numbers, ii) separating them and iii) recognizing them individually, they have
followed an end to end pipeline of detecting a whole number.
They have found that the depth of the network plays a crucial role in increasing

the accuracy of CNN. Their CNN consists of 8 convolution layer, followed by 1
locally connected and 2 densely connected hidden layers. This design achieved 96%
accuracy on number detection and 98.7% accuracy on single-digit detection. Max
pooling and normalization have been used.
The current CNN models for digit detection are inspired by the concept of in-

creasing the depth of the network. Besides, the use of recently improved activation

Model Accuracy Author Year
KNN 96.94% Babu et al. [66] 2014
SVM 99.05% Tuba and Bacanin [67] 2015
SVM 96.3% Gao et al. [68] 2015
SVM 98.48% Boukharouba et al. [69] 2017
CNN 95.3% LeCun et al. [64] 1998
CNN 99.6% Islam et al. [70] 2017

Table 3.1: Comparison of different methods of handwritten digit detection based on
MNIST data-set.
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functions such as : ReLU, adam, along with batch normalization, data augmenta-
tion and learning rate decay have shown very impressive results in the MNIST data
set based Kaggle competition board.
Among the most available digit and number detection dataset SVHN certainly

has a very rich collection than MNIST serves our purpose well and also it is a
very clean and well-prepared dataset. Among the different approaches, the CNN
based methods are showing clear distinctions than machine learning and traditional
algorithms. The current researches and experiments are suggesting towards deeper
and wider network and in the MNIST dataset several methods have been able to
achieve 0.4% error rate. However, in order to achieve 99.7% accuracy we have used
not just deeper network but also tuned carefully different hyperparameters.
Our algorithm requires to detect multi-digit numbers, not just digits. There are

several deep learning based method, which can detect regions of the texts. One
of these text detectors for example, "EAST: An Efficient and Accurate Scene Text
Detector" [71] by Zhou et al. have shown good performance (fig.: 3.11). It has
an end to end fully neural network-based pipeline (fig.: 3.10), so unlike other text
detectors, it does not need sub-algorithms, which are computationally expensive.
Text detectors are helpful when the layout of the text is unknown but since in our
case the coordinates will be in one single rectangular box we have utilized this feature
to detect the ROI through few preprocessing steps. That is why no deep learning
based text detectors have been used, which makes it faster and also our method
works even when the images have not been taken from an orthogonal position.

Figure 3.10: EAST text detector has an end-to-end neural network based archi-
tecture, so it does not require any computationally expensive sub-
algorithms. [71]

We have seen researches from different perspectives on four topics: object recon-
struction, object detection and tracking and lastly digit or number detection. In the
proposed method we combination of all of these tasks. object tracking itself consists
of object detection and since we are tracking it in 3D we also have to do object re-
construction. In our work, we have combined deep learning based object detection
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Figure 3.11: Some sample text region detectino by EAST text detector. [71]

method, so that we can detect any object type with large variation with very high
accuracy. For tracking, a point-based object tracking has been developed, which is
fast and also reliable. For object reconstruction back projection is required, which
needs number detection. For that, a CNN based digit detector has been developed
but for text region or number detection, a unique method has been offered.
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In this chapter, it has been discussed how the proposed detection and tracking
algorithm has been implemented. For the convenience of the reader, here is a short
recapitulation of the whole functionality.
The objective of this thesis is to detect an object from a single 2D image and

from there a tracking point is detected. To locate the tracking point in 3D, back-
projection from 2D to 3D is performed. When the tracking point is found, then
with the help of the provided positional information in the object environment the
required 2D and 3D coordinates for the back projection are collected. Through the
proposed back-projection algorithm, the 3D position of the 2D tracking point is
reconstructed and tracked in the video from frame to frame.
Therefore, the architecture can be divided into four sub-components, they are:

i) Object detection,
ii) Finding a tracking point on the object,
iii) Detecting handwritten coordinates and markers to obtain the 2D and 3D loca-
tions of the object and
iv) Back-projection for 3D reconstruction of the tracking point
However, it is important to describe the test environment first. After that, the

above-mentioned steps have been discussed in the following sub-sections.

4.1 Approach

In this section, the test environment has been introduced first. Then the back-
projection algorithm has been explained mathematically.

4.1.1 Test Environment

As discussed in 3.1.2, since the geometrical relationship between the 2D image and
3D world cannot be deducted from a single image, therefore geometrical information
needs to be known beforehand. In our proposed method, three known points are
required around the object. Their 2D and 3D coordinates have to be extracted.
As seen in fig:4.1 any three arbitrary points can be selected and they can be

marked with a filled circle. Then their 3D positions (X, Y, Z) has to be written
vertically inside a rectangular box, in [X, Y, Z]T format. They can be printed or
handwritten and the rectangular does not have to perfect, the algorithm is able to
detect it even it is distorted.
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Figure 4.1: Test environment. The car is a representation of the object. The 3 circles
around are the position of the 3 known points. Their corresponding 3D
coordinates are written inside the rectangles.

4.1.2 Back-Projection Algorithm

To obtain the 3D coordinates of the 2D tracking point of the object back-projection,
three points around the object are needed whose 2D and 3D locations are known.
Those points should be around the object, on a plane platform and should be marked
with a filled circle. Their corresponding 3D coordinates can be written in print
form or by hand inside a rectangular box, where the coordinates should be written
vertically in [X, Y, Z]T format. The marks and writings are color invariant.
Now, the three points - p, q, r around the object form a triangle ∆pqr and if the

object is represented with a single point c then as in fig:4.2 this point is inside the
triangle. Then the point c can be represented by the three vertices of the triangle
by linear interpolation:

(
x
y

)
=

(
x1

y1

)
+ t1

(
x2 − x1

y2 − y1

)
+ t2

(
x3 − x1

y3 − y1

)
(4.1)

or, (
x− x1

y − y1

)
= t1

(
x2 − x1

y2 − y1

)
+ t2

(
x3 − x1

y3 − y1

)
(4.2)
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Figure 4.2: 3D reconstruction

or, (
t1
t2

)(
x2 − x1

y2 − y1

)
=

(
x− x1

y − y1

)
(4.3)

From here we can get the translation coefficients t1 and t2,

t1 =
xy3 − xy1 − x1y3 + x1y − x3y + x3y1

x2y3 − x2y1 − x1y3 − x3y2 + x3y1 + x1y2
(4.4)

and

t2 =
x2y − x2y1 − x1y − xy2 + xy1 + x1y2

x2y3 − x2y1 − x1y3 − x3y2 + x3y1 + x1y2
(4.5)

Now, similar to the equation (4.1) we can also write for the 3D coordinates, using
the value of t1 and t2 from (4.4) and (4.5) respectively:X ′

Y ′

Z ′

 =

X1
′

Y1
′

Z1
′

+ t1

X2
′ −X1

′

Y2
′ − Y1

′

Z2
′ − Z1

′

+ t2

X3
′ −X1

′

Y3
′ − Y1

′

Z3
′ − Z1

′

 (4.6)

So, we can write:

X ′ = X1
′ + t1(x, y)(X2

′ −X1
′) + t2(x, y)(X3

′ −X1
′) (4.7)

Y ′ = Y1
′ + t1(x, y)(Y2

′ − Y1
′) + t2(x, y)(Y3

′ − Y1
′) (4.8)

Z ′ = Z1
′ + t1(x, y)(Z2

′ − Z1
′) + t2(x, y)(Z3

′ − Z1
′) (4.9)

Therefore, given the input image, if the 2D and 3D coordinates of the circular
marks and the 2D coordinates of the point inside the triangle can be detected, then
using the above equation the corresponding 3D coordinates of the tracking point
can be calculated.
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4.2 Realization

This section discusses in detail how the algorithm has been implemented. It has
been realized in two modes: manual and automatic. We will show how the program
takes collects data in both mode and provide the output.

Manual implementation

The manual mode is mainly for test purpose, there is no object detection involved
here. The inputs have to be provided manually by the user. Here, the user clicks
on the screen provided by the video camera, to provide the three reference points
and then the user chooses a point of interest or the tracking point, which is desired
to be back-projected to 3D. The user also has to provide the corresponding 3D
coordinates of those three points by writing. These data go through the back-
projection algorithm and the corresponding 3D projected point of the tracking point
is delivered.

Automatic implementation

In the automatic operation, all the required information is collected by the system
automatically from the image-frame in real-time. The following algorithm (4.3)
describe the high level functionality. The camera feed goes through the object de-
tection module, which detected the object and finds a tracking point on it. The
frames also go through the coordinate detection module, which detects the hand-
written 3D coordinates and 2D position of the marks. In the end, all of this collected
information is sent to the back-projection algorithm.

4.2.1 Object Detection

In 2.4 we have discussed Mask R-CNN instance segmentation model, which has been
used here for Object detection. Mask R-CNN has been trained on COCO [30] data
set, which has 91 object classes, consisting of many common objects. The reason
we have chosen Mask R-CNN model over others is that till now, it is the most
accurate object detection model. However, real-time object detection with Mask
R-CNN is not possible in real-time using CPU, GPU is required. In that case, other
object detection model can also be chosen. For this purpose, SSD or YOLO can be
considered. YOLO has a remarkably high frame rate.
Besides, since it is an instance segmentation model and it provides a binary object

mask as the output that makes finding the tracking point on the object easier. In
our implementation, we have used the Mask R-CNN implementation by Abdulla
[72].
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Figure 4.3: High level description of the proposed algorithm

Skeletonization

Once the object is detected, the next step is to extract a feature or a tracking point
to track the object, since in the proposed back-projection algorithm the object is
represented by a single point. One straight forward idea might be to choose the
center of mass but if the object is of irregular shape or if it is a hollow object then
the center of mass may not be on the body of the object. That is why it does not
fulfill our purpose. Therefore, we plan to extract the skeleton of the object and then
choose a point on the skeleton which is close to the centroid of the object mask.
The skeleton of the object is obtained through Zhang-Suen thining [73] algorithm.

It is a fast parallel thinning algorithm that iteratively thins or removes the outer most
pixels of the contour continuously until there is a one-pixel width skeleton is left.
This procedure makes sure that the endpoints are preserved and the connectivity of
the skeleton is maintained.
Here in fig 4.6 it shows the result of object detection by Mask R-CNN algorithm
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Figure 4.4: Examples of Zhang-Suen thining algorithm

Figure 4.5: Examples of Zhang-Suen thinning algorithm

and then the skeleton has been created by the thinning algorithm of Zhang-Suen.
Afterward, the center of mass has been calculated from the object mask and then
its closest point is the point which is the desired point for tracking.

4.2.2 Back Projection

Now that the tracking point of the object or the point c(x, y) in fig 4.2 is available,
the back-projection algorithm requires the other three points of the triangle. The
2D coordinates can be obtained from the pixel location of the circles in the image.
For 3D coordinates, after extracting the handwritten numbers from the boxes, each
digit goes through a CNN classifier.

4.2.3 Circle detection

Each of the frames goes through the circle detection model, which followed by some
preprocessing passes through hough circle transformation. To extract the right ones
and avoid false detections, only those circles are selected which are close to the
top-left edges of the box and the ratio of their area is also considered.

Coordinate detection : Preprocessing

Each 3D point is in a box close to the corresponding circle. Therefore, after blurring
through edge detection, four corners of the boxes are detected. To provide some
tolerance, so that the boxes do not have to be perfect, a polygon approximation
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Figure 4.6: Object and object mask detection by Mask R-CNN. Skeleton from object
mask. Tracking point based on center of mass and object skeleton.

function based on the Douglas-Peucker algorithm [74] has been used. After that,
we have used perspective projection to warp the image and to bring them to the
orthogonal bird’s eye view. Now, even the camera or the numbers are moved and
rotated almost about 45°, still, the boxes are detected correctly. The content of the
boxes is cropped, thus they are ready now for number detection. Fig. 4.7 is showing
the steps.

Figure 4.7: Algorithm for extracting the ROI for each coordinate detection.

Coordinate detection : CNN classifier

Since, it has been ensured at this point, that the content of the boxes, which are
individual images, contain only digits. After preprocessing, edge detection, noise
filtering according to area and size, the digits are extracted.
When the digits have been detected and cropped the digits individually from

the boxes, they had to be preprocessed for the prediction according to the MNIST
dataset. In MNIST dataset all the images have 28x28 pixel sizes, where the digit
itself is of size 20x20 and shifted in the center. The digits have to be in white
background and white foreground. After preparing the digits like this, they are
passed through the classifier network. Fig. 4.8 is showing the algorithm and 4.9
shows an intermediate step.
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Figure 4.8: Steps for detecting and classifiying single digits and then detecting multi-
digit single numbers, followed by group of coordinate detection.

Network Design

The network has been designed using state of the art features. Some of them will be
shortly discussed here. The network consists of five convolution layers - the number
of filters increases from 32 to 128 in the first three layers, then the last two layers
have 160 filters each. There are two max-pooling layers for reducing overfitting and
dimensionality.
The dropout layer has also been introduced, which is a regularization method. By

dropping out or disabling neurons in the learning phase it reduces overfitting and
forces the model to learn a different independent representation of the same data.
As optimizer, adam [75] has been chosen. With very little tuning it works very

efficiently, with low memory consumption.
Arguably, the most important hyperparameter is the learning rate [11], which

controls how quickly the model reacts to the problem. Smaller learning rate leads
to slow convergence and large learning rate towards fast convergence with larger
steps. This network uses an adaptive learning algorithm, which adjusts the rate
based on the accuracy of the network. Alongside, data augmentation has also been
used, where to reduce overfitting the data-set has expanded by randomly rotating,
shifting and zooming the images.
The architecture of the CNN model of the classifier for digit detection was as

follows: (fig: 4.10).
When the individual digits in a box are classified (0-9), their positions are calcu-

lated and based on their positions multi-digit single-numbers are detected and then
they are labeled as coordinates.

4.2.4 GUI

A GUI (Graphical User Interface) has been developed for the convenience of the
user. Tkinter library of python has been used to design the GUI. It has two modes
of operations: manual and auto. Figure: 4.11 shows the GUI screen and figure 4.12
shows how the program accesses input and processes it, in both mode of operation.
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Figure 4.9: Preprocessing the digits for classification. At first, the four corners of
the box is detected, then this ROI goes through warping and perspective
transformation. After that, this processed ROI goes through the multi-
digit number detection model, where the digits are classified individually,
followed by number detection, based on their position.

Manual operation

In the manual mode, the user has to select three reference points from the scene by
clicking on the screen. If the user moves the cursor, the real-time pixel position of
the cursor can be seen on the screen and in the display label of the GUI as well.
When the point will be chosen by clicking, its coordinates will stay on the screen.
The corresponding 3D coordinates of the reference points need to be provided in the
entry box by the user as well.
After choosing the three reference points, a triangle consisting of these three points

will be shown. Now, the user has to select the fourth point or the tracking point
inside the triangle, then the algorithm will calculate its equivalent three-dimensional
coordinates and this will be displayed in the label. The user can test different inputs
inside that triangle, meaning different input for the selected reference points. If the
user wants to provide a new set of reference points it can be done so, by clicking
Manual button again. Figure 4.13 shows the operation in action and figure 4.14
shows the details logic behind the manual mode operation.

Automatic operation

In the automatic mode, all the detection will be done automatically. The object will
be detected with the help of the object detection model. From there, the skeleton
and the tracking point will be calculated, which can be seen in the GUI screen and
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display, respectively.
The reference points for back-projection are marked around the object. They

are detected and their 2D coordinates are shown in real-time in the display. The
3D locations of the reference points are written inside rectangular boxes. These
handwritten numbers are detected, their positions are checked against the reference
points and hence displayed in the GUI labels as well.
With these data, the back-projection algorithm calculates the corresponding 3D

coordinates of the tracking point and this can be seen in the label.
Now, if the user thinks the back-projection is done and now wants only to track

the object, then the user can press the "only tracking" button. Then coordinate
detection will stop and only the real-time 2D and 3D position of the object will be
updated.
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Figure 4.10: CNN architecture of the MNIST based keras classifier for digit detec-
tion.
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Figure 4.11: GUI of the framework
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Figure 4.12: This diagram describes how both modes receive the input.
For example: in the manual mode the 3D coordinates are received
through manual entry by the user, wherein the automatic mode, coor-
dinate detection module provides these inputs by automatically detect-
ing the handwritten 3D coordinates.
During manual operation, 2D coordinates of the reference points and
also the 2D tracking point are obtained by the mouse clicks by the user
on the screen. In auto operation, circle detection module detects the
position of the reference points and the 2D tracking point comes from
the object detection module.
At the end in both modes of operation, all the inputs are sent to the
back-projection module which calculates the 3D projection point of the
tracking point.
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Figure 4.13: GUI operation : Manual Mode

47



4 Implementation

Figure 4.14: GUI operation : Algorithm for handling data during the manual mode.
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This chapter analyzes the results of the algorithm. The limitations have been dis-
cussed and possible future improvement has been proposed.
The evaluation can be divided into two separate parts. Evaluating the object

tracking model and evaluating the handwritten number detection model.
The objective of this thesis is to detect the 3D location of an object from a single

2D image. The object is detected using the object detection model and both the 2D
and 3D position of three reference points around the object has to be detected. The
2D coordinates are detected by circle detection and the 3D coordinates are detected
using the digit detection model.
For digit detection, a neural have been trained on MNIST dataset. It has achieved

99.77% accuracy on MNIST validation dataset. With three convolutional layers,
the accuracy was 99.2%. The accuracy increased after increasing the number of
convolutional layers up to 5. After 5 layers the accuracy goes down. We have also
used data-augmentation which has also played a role in avoiding overfitting.

Figure 5.1: Performance of CNN model trained on MNIST dataset. Accuracy
reached 99.77% in validation dataset.

The multi-digit number detection system has been developed based on this single
digit detection model, where the numbers are detected based on their positions.
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Figure 5.2 is showing a snapshot from real-time multi-digit number and coordinate
detection.

Figure 5.2: Snapshot from real-time multi-digit number and coordinate detection.
Only the numbers which are inside the box are considered for coordinate
detection.

Currently, the system works well when the camera is 38.2 inches or 3.2 feet (ap-
prox.) away from the object plane with camera rotation angle 45°in both horizontal
and vertical directions. At this distance, the ideal box size is around 20cm, where
the length of the digits should be approximately 3cm. The detection of box, circle
and writings are color invariant, they can be written and drawn with any color.
The number recognition system has been designed in such a way that the 3D

(x,y,z) coordinates of a point need to be vertically inside a rectangular box. Using
this setting gives some advantages.
One advantage is the robustness to distortion. After detecting the ROI through

the four corners of the box, the ROI is cropped, then warp and perspective transfor-
mation is performed and the ROI is brought back to orthogonal or bird’s eye view.
Then the content of the box goes through number detection. Therefore, due to the
transformation, the box does not have to be perfectly square and also needs not to
be in an orthogonal position with respect to the camera. Results 5.3 and 5.4 show
that the detection works even if the camera or the boxes are rotated up to 45°, both
horizontally and vertically.
Another advantage is the separation of the points from one another. In writing

coordinates of a point are separated by commas (,) but MNIST dataset contains
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only numerical digits, no symbols are included. Therefore, accurately detecting a
handwritten comma would be challenging. On the other hand, keeping the coordi-
nates of a point inside a box makes it easy to separate the point from another and
then the coordinates are written vertically, so by calculating their vertical position,
the x, y & z can be extracted.
Besides, this box based system also helps to avoid noise and unwanted detection.

Since it only considers the numbers inside the boxes, so even if there are random
numbers written outside, the algorithm will not consider them for detection.

Figure 5.3: Coordinate detection, when the camera or numbers are rotated.

Figure 5.4: Coordinate detection, when the camera or numbers are rotated.

After detecting the object with Mask R-CNN or SSD, which are the state of the
art model, the object is located in 3D with a relative center point or tracking point.
The tracking point is obtained from the mask of the object, which is the output of
Mask-RCNN. It can also be found from the mask of the contour of the object, since
the mask output produced from Mask R-CNN architecture often does not precisely
represent the shape of the object, especially in case of hollow objects.
To localize the tracking point, the skeletonization method has been used but we

have also considered other methods. One of them was, the pole of inaccessibility
[76] algorithm, which is also used in real-time mapping technology for localization
purposes. In simple words, the pole of inaccessibility is the region in the area of
interest, where the biggest circle can be inscribed. If optimized, this method is fast
and suitable for real-time usage but the problem is, with respect to the camera, the
biggest region is not always the same. Due to the perspective projection, when the
object moves or the camera is in an angular position, the shape of the object will
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be deformed, which means the region of the object which is closer to the camera
becomes bigger. Thus, the tracking point based on this pole will also fluctuate.
Therefore, we have used the skeletonization method, which produces an accurate

skeleton, while maintaining connectivity, see 4.4, 4.5. From the skeleton, the algo-
rithm chooses the center point see 4.6 and it is serving the purpose well. This idea is
more robust than the pole of inaccessibility algorithm against deformation. It works
fine on objects of irregular and complex shape, fig.: (5.5).

(a) Skeleton of an object of highly irregular
shape

(b) Tracking point or the closest point on the
skeleton from the center of mass.

Figure 5.5: Generating skeleton by parallel thinking process and then computing the
center of the skeleton.

However, change in the scale of the object will cause scale change in the skeleton as
well, which will create instability in the tracking point. A possible good solution to
this problem can be obtaining the skeleton from Mean Curvature Flow. Tagliasacchi
[77] et al. have developed an algorithm for generating the skeleton of a 3D object.
This also ensures a medially centered and connected curve skeletons. Mean curvature
flow is equivalent to heat flow. By using inward surface evolution the skeleton can
be achieved.

Figure 5.6: Obtaining skeleton of a 3D object using Mean Curvature Skeleton. [77]

The back-projection operation of the algorithm works as expected, but there is
some difference between the 3D position of the projected point and the actual 3D
position of the point on the object. First of all, all the reference points are on the
same plane and the algorithm is using linear interpolation, so it works only when the
object is moving on the reference plane because it back projects the tracking point
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on the object on the reference plane. That is why, since it does not have information
about the depth and the thickness of the object, the point is not projected on the
surface of the object, which is shown in figure (5.7). For this reason, the thicker the
object is, the higher will be the error, which is the difference between the projected
point and the actual point.

Figure 5.7: The algorithm back-projects the tracking point on the reference plane
since it does not have depth information. Therefore, there is an error be-
tween the projected point and the actual point. The higher the thickness
of the object is, the bigger the error.

This error will be even higher if the object leaves the reference plane.
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6 Conclusion and Future Work

The aim of this thesis was to develop a real-time object detection and tracking
algorithm in three dimensions, from a single image. It was also the target to develop
an alternative of camera calibration because this is a single 2D image-based system
and in a 2D image, depth information is lost, hence multiple images are needed and
camera parameters have to be known as well. The proposed system does not need to
know any camera parameters, it uses back projection, where three reference points
around the object are used. The 2D positions of the reference points are collected
from the image by detecting their marks, in this case, circle. The 3D coordinates
are written either printed or in handwritten form. Therefore, one of the major
challenges of this work was to detect handwritten numbers.
For that, a multi-digit number detection system has been developed. At its core,

there is a CNN model, trained on the MNIST dataset. The coordinates of the points
are written inside boxes, which gives the system the opportunity to be robust against
rotation and distortion up to a point.
The object can be detected by Mask R-CNN, YOLO or SSD object detection

model, which are one the most reliable models of the current time. Once the object is
detected, it goes through a skeletonization algorithm, which uses a parallel thinning
process and then a tracking point is selected on the skeleton. This point is back-
projected to 3D. This skeletonization algorithm ensures that the tracking point is
on the body of the object even if the object has a highly irregular shape.
To summarize the whole work it can be said that, the goal of the work has been

achieved. An algorithm has been developed which can detect an object in 2D image
and track in 3D using one single point. The 3D reconstruction through the back-
projection algorithm is fast and reliable. However, if the camera is in an angular
position then the algorithm is unable to recognize the depth of the object. In cases
where the object is moving on a plane surface, this method can be useful for the
detection and localization of the object.
Although it has limitations this work has created a foundation for a fast and

simple method of detecting and tracking an object in 3D from a 2D image. Now
there are scopes of improving it further and solving the challenges. For example,
obtaining depth information, handling lens distortion and detecting the height of
the object when the camera is in an angular position. The current method is unable
to understand the orientation of the object and the tracking point may fluctuate in
case of scaling since the point is dependent on the skeleton. Using Mean Curvature
Flow for obtaining the skeleton and the center point of the object may make the
system more reliable.
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